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Question 1: 3-stage Sequential Bargaining Consider the usual scenario that two
players (Player 1 and Player 2) are bargaining over one bitcoin. They alternate in making
offers. Player 1 discounts payoffs received in later periods by d; < 1 per period and player 2
discounts by 0, < 1. The bargain will last for 3 periods at most, with the moves described
as follows:

1. Player 1 makes an offer (s1,1 — s1).
o If player 2 accepts the offer, then (s1,1 — s1) is the final division.
o If player 2 rejects the offer, the game proceeds to Stage 2.

2. Player 2 makes an offer (sg, 1 — s3).
o If player 1 accepts the offer, then (s9, 1 — s5) is the final division.
o If player 1 rejects the offer, the game proceeds to Stage 3.

3. Player 1 makes an offer (s3, 1 — s3).
o If player 2 accepts the offer, then (s3, 1 — s3) is the final division.
o If player 2 rejects the offer, then the payoffs are (0,0).

What is the Backward Induction outcome of this game?

Solution
1. In stage 3, player 1 proposes (1,0); player 2 accepts.
2. In stage 2, player 2 proposes (41,1 — d1); player 1 accepts.

3. In stage 1, player 1 proposes (1 — (1 — 1), d2(1 — 01)); player 2 accepts.
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Question 2: Dating (Polak PS9 Q3) Alice and Bob are a couple. Alice can choose to
stay at home reading a book or to go out with Bob. If Alice stays at home, her payoff is 3/4
while Bob’s payoff is 0. If Alice chooses to go out, the couple would play the battle of the

Sexes galme:

Bob
Opera Movie

. Opera | (k,1) | (0,0)
Alice y fovie [(0.0) | (1.2)

& 1: The Battle of the Sexes

where k£ > 0.
1. Draw the game tree (extensive form) and the matrix (normal form) of the game.

2. For what values of k, will all subgame perfect equilibria involve Alice going out? (Hint:

Do not forget the mix-strategy Nash equilibrium in the subgame.)

Solution

1. Game tree:

Alice

Home

(3/4,0)

Movie Opera Movie

(k, 1) (0,0) (0,0) (1,2)
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Game matrix:

Bob
Opera  Movie
[Home, Operal | (3/4,0) | (3/4,0)
Alice [Home, Movie| | (3/4,0) | (3/4,0)
[Out, Opera] | (k,1) (0,0)
[Out, Movie| | (0,0) (1,2)

2. The battle of the sexes game is a subgame. This subgame has

(a) two pure strategy NEs: (Opera,Opera), (Movie, Movie), and
(b) one mixed strategy NE: ((%, %), (k—il, kiﬂ))

_k_

Alice’s payofts from these three NEs are £, 1 and ;75

respectively. Since Alice obtains
3/4 when staying at home, to ensure that Alice would go out in any SPE, we require

k>3/4and 25 >3/4. So, k > 3.

Question 3: Gibbons 2.6 Three oligopolists operate in a market with inverse demand
given by

PQ) =a-Q,

where () = ¢ + ¢2 + ¢3 and ¢; is the quantity produced by firm 7. Assume that the total cost
to a firm with quantity ¢; is C(q;) = cq;, where ¢ < a. The firms choose their quantities as

follows:

(i) firm 1 chooses ¢; > 0;

(ii) firms 2 and 3 observe ¢; and then simultaneously choose ¢ and g3, respectively.

What is the subgame perfect outcome?

Solution In the second stage, given firm 1’s quantity ¢;, firms 2 and 3 engage in static

Cournot competition. Their best response functions are

a—c—q

@(q) = ¢lq) = T (1)
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In the first stage, given ¢2(q1) and g3(q1), firm 1 solves

H}Ialtx(a —c—q— q(q1) — @3(q1)) -

First-order condition implies:

Plugging ¢f into (1):

Question 4: Wars of Attrition (Polak PS9 Q1) Consider the two-period version of
Wars of Attrition. Two players choose to “Fight (F)” or “Quit (Q)” in each period. The game
ends as soon as at least one of the players chooses Q. Assume that there is no discounting.
The payoffs to the players are as follows:

o If one of the players quits first, the player who does not quit win a prize v and the

player who quits gets 0;
o If both players quit at once, both get 0;
o At each period in which both players choose F, each player pay a cost c¢. Assume ¢ > v.

Solve for all subgame perfect Nash equilibrium of the game.

Solution The second-period game has

1. two pure strategy NEs: (F,Q), (@, F'), and

c

2. one mixed strategy NE: ((p5 = ;52 pF = +52), (05, PF))-

Consider the first-period game.

1. If the second-period outcome is (F, @), we obtain 3 SPEs: ((Q, F], [F,Q)), ([F, F],[Q,Q]),

([Ge 20 ] 20, @)).
2. If the second-period outcome is (@, F'), we obtain 3 SPEs: ([Q, Q|, [F, F]), ([F,Q], [Q, F)),

(fe=20).Q] [ 222 F)).

3. If the second-period outcome is ((pg, pr), (P5, Pi)), we obtain 3 SPEs: ([Q, (p5, pi)]; [F, (p5, Pi)])

([F, (p5: p1)], [Q, (05, p7))), ([(05, PF), G, 1), (05, PF), (PG, PE)])-
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Bonus Question (Polak PS7 Q4) [Initially, there is an N x M rectangle of stones. There
are two players who take turns. The player whose turn it is to move must select a stone,
removing that stone and the stones lie above or/and to the right of it. (£—%, 1T8IE5K
I AR BRI A1 3k, Wz Sk DUz A A BT (RGN B D7) BrA R BR Y
A1 3LEEFS B . ) The loser is the person who takes the last stone.

A 3 x 4 example:

(i) If player 1 chooses the (1,3) stone, then the stones left are

(ii) If player 2 chooses the (2,2) stone, then the stones left are

(iii) If player 1 chooses the (3,3) stone, then the stones left are

(iv) If player 2 chooses the (3,1) stone, then all stones are removed. Player 2 loses (i.e.,

player 1 wins) the game.

By Zermelo’s Theorem and that the game will never result in a tie, either player 1 can force
a win or player 2 can force a loss on player 1. For all N and M, can you show whether
player 1 can force a win or player 2 can force a loss on player 17

Hint:
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(i) N =M =1 case is special.

(ii) For the other cases, you do not need to provide a full winning strategy.

Solution

i) JBN=M=1K, BRILE LK.

(i) BrE N =M =115, Iix— A0 M5,
B o BIRETR — AR . a2, a5 — kR RS T a0 o
o ICHER— e RSB BT EE G S. FROT TR EHER, fEMBIL T, Btk —5
—EBERA LA, B (1, M) 1, ATEAMESS k.
MRl (L, M) G, £ HR 3mSR, ik R — e 5%
& S e TS S R T EEFAE S T Mk, U ET R — b k.
iR — AR SRS 5 SR B e o — AT WA SR oF I
H TIZIRAATAE 7). RYE Zermelo’s Theorem, JTHR —f7 R HETME . TIEEE.



